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Abstract

Artificial intelligence (AI) has the potential to revolutionize
healthcare, but is unlikely to fully replace human doctors. This
paper explores the limitations of Al in healthcare, focusing on three
key areas: lack of embodiment, limited understanding of meaning
in everyday language, and the inability to exercise judgment and
clinical reasoning. Recognizing these limitations enables us to use
Al to enhance our capabilities rather than allowing it to substitute
humans. Following this philosophical examination of Al's
limitations, I will argue that the question of whether Al will replace
doctors is a misleading one. Instead, this framework advocates for
synergistic human-Al collaboration in health-care settings. It
necessitates the development of hybrid entities: a physician-Al
partnership and a patient-Al interface. The overarching objective is
to effectively address the core mission of medicine, which is
providing optimal treatment and compassionate care for all
patients. This hybrid model must proactively mitigate the risks of
Al integration, such as exacerbation of existing health-care
challenges and potential dehumanization of patient care. Within
this framework, key objectives include: reducing medical errors,
fostering humane doctor-patient relationships, mitigating the trend
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Introduction

Medical technology broadly refers to a collection
of tools that empower health-care professionals to
improve patient outcomes and societal health.
Historically, these technologies were
predominantly physical devices, but the integration
of smartphones, wearables, and Al has ushered in a
new era of medical innovation. Al-powered
applications embedded in these devices facilitate
early diagnosis, minimize complications, optimize
treatment regimens, and shorten hospitalizations.
Al, a subfield of computer science adept at
processing complex problems with extensive
datasets, has emerged as a transformative force in
medical technology (1).

As Als facilitate a 4P model of medicine

(predictive,  preventive, personalized, and

participatory), they empower patients by

promoting autonomy and self-management.

Intelligent medical technologies, driven by
artificial intelligence, have garnered significant
enthusiasm from the general public. Smartphones,
for example, have become ubiquitous tools for
maintaining electronic health records, monitoring
vital signs, and optimizing treatment adherence.
These advancements elevate patients to the role of
active participants in their own care pathways (2 -

4).
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While artificial intelligence has made substantial
strides in healthcare, concerns persist about its
potential impact on the role of human physicians.
One of the most prominent concerns is the
possibility of Al replacing human doctors. While
this claim often lacks rigorous scientific support
and tends to be more sensationalized than
evidence-based, its significance warrants serious
academic investigation. This paper offers a
philosophical exploration of why Al, despite its
advancements, cannot replace human doctors.
Nevertheless, recognizing Al's limitations helps us
pinpoint its strengths and direct future research
toward more promising avenues in healthcare.
This paper will commence with a philosophical
analysis of the inherent limitations of artificial
intelligence (AI) within the medical domain.
Building upon these insights, I will demonstrate
that the idea of AI entirely replacing human
physicians constitutes a false dichotomy. The
central challenge lies in understanding the true
nature of the human-Al relationship within
healthcare, which necessitates the development of
a hybrid model that effectively integrates both
human expertise and the capabilities of Al.

This hybrid model encompasses two key
components: Al as a powerful tool to assist
physicians in their clinical practice, serving as a
sophisticated medical assistant, and Al as a

valuable resource for patients, acting as a
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personalized health companion. To fully
comprehend the potentials and limitations of this
hybrid model, it is crucial to examine the strengths
of Al in light of the previously discussed
limitations, while simultaneously acknowledging
and mitigating the potential risks associated with
the integration of Al within the health-care system.
Here, a few important points need to be
highlighted. This article focuses on whether Al can
replace doctors in clinical medicine, excluding the
role of Al in biomedical research or public health.
It is also important to note that the Al referred to in
this article embodies the typical features of
contemporary Al systems. However, the claims I
make are not definitive, as future Al may overcome
the existing limitations.

This article undertakes a philosophical analysis by
drawing upon a synthesis of frameworks and theses
from both the philosophy of medicine and the
philosophy of technology. Given that the central
inquiry revolves around the potential replacement
of physicians with artificial intelligence, 1 will
focus on the philosophy of clinical medicine, with
a particular emphasis on praxeology (5).
Consequently, the clinical encounter, the intricate
doctor-patient relationship, and the nuanced
process of clinical reasoning will constitute the
core elements of this analysis. Among prominent
medical philosophers, Sadeghzadeh, emerges as a
particularly valuable resource for investigating this

issue (5). Conversely, within the philosophy of

technology, the insightful critiques of renowned
thinkers such as Gadamer and Dreyfus concerning
artificial  intelligence =~ will  prove  highly
instrumental (6 - 7).
1. Fundamental limitations of Al in replacing
physicians
1.1. Lack of embodiment
One of the fundamental limitations of Al is its lack
of physical embodiment (8). The inherent lack of a
physical body within artificial intelligence
precludes the establishment of a genuine clinical
encounter, a cornerstone of sound medical practice.
During a clinical examination, the physician
cultivates an initial understanding of the patient's
condition by astutely observing the context and
discerning subtle non-verbal cues such as body
language, facial expressions, and tone of voice,
which can provide valuable insights into a patient's
condition. Determining a patient's state of well-
being, while seemingly  straightforward,
necessitates a complex analytical process on the
part of the physician, one that demands a profound
bodily connection between the doctor and the
patient. Many of the limitations encountered by
artificial intelligence can be aptly compared to the
challenges faced by an on-call physician who is
compelled to offer medical consultation via
telephone without the benefit of prior physical
interaction with the patient.
From the of the

standpoint doctor-patient

relationship, the absence of a physical presence
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significantly diminishes the potential for genuine
empathy with the patient, inadvertently signaling a
novel form of dehumanization. Medical
philosophers have long equated dehumanization in
the health-care context with the erosion of the
patient's agency and the subsequent reduction of
the patient to a mere embodiment of their illness (5
- 6). Within this framework, the removal of the
physician as a compassionate human agent
constitutes yet another facet of this concerning
trend of dehumanization in medical practice.

From the perspective of clinical reasoning, the
accurate perception of numerous signs and

symptoms  necessitates a close physical
engagement with the patient, a capability that
elusive  for artificial

remains  inherently

intelligence. Doctors possess the ability to
physically examine patients, and this continues to
remain a crucial aspect of diagnosis and treatment.
Through touch, they can assess factors like
temperature, texture, and muscle tone, which are
essential for accurate diagnosis. In cases such as
abdominal careful physical

acute pain, a

examination assumes paramount importance,
surpassing the significance of even the most
comprehensive medical history or advanced para-
clinical data, such as sophisticated imaging or
laboratory tests.

1.2. Limited understanding of everyday language
A second significant limitation of artificial

intelligence resides in its inability to comprehend
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the nuances of everyday human language (7 - 8).
Barring instances where a patient is unconscious or
otherwise unable to communicate, a clinical
encounter typically commences with the patient
articulating their health concerns. It is crucial to
recognize that a patient's expressed complaints do
not always directly translate into precise medical
signs or symptoms. The physician plays a pivotal
role in this process, skillfully translating these
everyday language expressions into the formalized
language of medical semiology. This inherent
limitation poses a considerable challenge for Al
when interacting directly with patients. Patients
often present their medical concerns in a way that
reflects their individual understanding of their
condition, sometimes using medical terminology
they may have acquired. However, it is imperative
to acknowledge that these everyday conversations
necessitate the discerning filter of a qualified
physician before they can be subjected to
meaningful interpretation and subsequent analysis.
The root of this limitation lies in the very
foundation of current artificial intelligence, which
primarily relies on large language models (9).
These models are inherently built upon a
framework of explicit linguistic propositions.
a closer examination reveals two

However,

significant domains within everyday human
language that defy such explicit representation or

facile translation into propositional form:
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Firstly, the realm of tacit knowledge presents a
considerable challenge. This encompasses the
knowledge acquired through extensive practice,
such as the skills involved in swimming or driving,
where “knowing” is inextricably intertwined with
“doing”. The profound implications of this become
evident when we encounter individuals with
dementia who struggle to perform seemingly
simple tasks like eating with a spoon or fork. This
observation underscores the presence of an
underlying, often unarticulated, knowledge base
that is essential for the execution of these
seemingly basic actions (10).

Secondly, the domain of embodied cognition poses
a significant obstacle. A substantial portion of our
everyday language is deeply intertwined with our

bodily

verbalization. Consider, for instance, the effortless

experiences, often defying direct
human capacity to discern the relative weight of
two objects held simultaneously in each hand. This
type of embodied inference, despite its apparent
simplicity, proves remarkably resistant to
translation into a purely propositional format.
Consequently, this crucial aspect of human
cognition falls largely outside the purview of
current large language models.

While Al can process vast amounts of data, it
struggles to understand the nuances of human
language and context. Medical situations often
social, emotional and

involve  complex

psychological factors that AI may not fully grasp.

For example, a patient's medical history, family
history, and cultural background can significantly
impact their health and treatment needs. Human
doctors, on the other hand, can draw on their own
experiences and empathy to understand and
respond to these complexities.

Moreover, a patient's complaints or descriptions of
their illness should not always be strictly
interpreted through a medical lens. A substantial
part of what they express is their personal
experience of being unwell, including their worries
and anxieties. It is essential to acknowledge and
empathize with these subjective experiences
without reducing them solely to medical terms. Al
currently struggles to replicate this level of human
empathy (6).

1.3. Inability to exercise clinical judgment

A significant limitation of current artificial
intelligence systems lies in their inherent inability
to exercise sound judgment (7). The act of
judgment necessitates a profound understanding of
context. Consider a physician faced with the
critical task of making a real-time decision for a
patient. Such a decision cannot be solely predicated
upon a rigid adherence to pre-established rules.
Rather, it demands a nuanced appreciation of the
patient's unique condition at that specific juncture.
One of the primary impediments to Al's successful

navigation of this complex terrain is its inherent

insensitivity to the subtleties of context.
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Even if one were to posit that the paradigm of deep

learning could potentially  mitigate  this
shortcoming within existing Al models, it is crucial
to acknowledge the fundamental nature of clinical
reasoning. Clinical reasoning constitutes a form of
tacit knowledge, deeply ingrained within the
practitioner's experience, and proving
exceptionally resistant to translation into a set of
explicit propositions. Moreover, while a significant
component of a physician's cognitive processes is
non-conscious, the verbalizable fraction is
frequently too limited to provide meaningful
training data for large language models.

A contributing factor to this limitation is our
incomplete understanding of the underlying
mechanisms of clinical reasoning and judgment.
Although cognitive psychology has made
substantial strides in this area, many questions still
persist. As the distinguished medical philosopher
Sadeghzadeh has pointed out, despite the rapid
advances in biomedical sciences over the last
century and a half, our knowledge of medical
practice remains surprisingly limited (11).

Many studies comparing Al to clinicians suffer
such as

from methodological limitations,
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inadequate replication and biases in the training
data. While open science principles offer a
potential solution by promoting data sharing and
transparency, their widespread adoption may face
resistance from companies seeking to maintain a
competitive advantage in the Al-powered medical
software market. Furthermore, limitations in study
design, such as reliance on retrospective data and
small sample sizes, can lead to overfitting, where
Al models perform well on the training data but
poorly on new, unseen patients. This necessitates
continuous monitoring and recalibration of Al
models to ensure their continued effectiveness
Direct

in Al

across diverse patient populations.

comparisons often reveal limitations
performance, particularly in terms of diagnostic
accuracy, when compared to human specialists.
However, framing the Al-clinician relationship as
a competitive struggle may be counterproductive.
Emerging research suggests that a collaborative
approach, where Al augments human expertise,

holds the most promise for improving patient care

(1).
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Lack of
Embodiment
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Exercise Clinical
Judgment
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Replacing
Physicians

Limited Understanding of
Everyday Language

Figure 1. Al's limitations in physician replacement

2. Replacement of physicians by Al is a pseudo-
problem
If we consider medicine as a practice whose
ultimate goal is to treat and care for sick patients,
we recognize that it is deeply intertwined with the
unique relationship between doctor and patient.
This dynamic necessitates open dialogue, mutual
understanding, and application of sound clinical
judgment and decision-making. Thus, the
proposition of replacing doctors entirely with
artificial intelligence presents a significant
oversimplification. Not only does Al currently lack
the capacity to fully fulfill the multifaceted goals of
medical practice, but as previously demonstrated,
inherent limitations restrict Al's ability to
comprehensively address the complex needs of

patients.

The notion of Al substituting doctors appears to be
more of a hypothetical construct, driven by the
imaginations of Al companies and science fiction
authors, rather than a practical concern within the
health-care field. Consequently, replacement of
physicians by Al is a false dichotomy. Al presents
an incredible opportunity to revolutionize
healthcare by enhancing the capabilities of
and

physicians improving patient care. By

embracing this technology responsibly and
focusing on human-AlI collaboration, we can create
a future where both humans and Al contribute to a
more effective and equitable health-care system.

Contemporary medicine has not been entirely
successful in achieving its goals, as evidenced by
the so-called 'medical crisis'. Therefore, instead of
asking whether Al will replace doctors, we should

ask how Al can help medicine overcome its own

J. Med. Ethics. Hist. Med. 2025 (May); 18: 1.
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crises. One significant contributor to medical crisis

is the overemphasis on  technological

advancements, leading to a  potential
dehumanization of patient care. This excessive
reliance on technology can inadvertently create a
distance between doctors and patients, shifting the
focus from holistic care to disease management. In
such instances, physicians may prioritize
technological interventions over the empathetic
and compassionate care that is fundamental to the
doctor-patient relationship.

The future of healthcare lies in effective human-Al
collaboration. Combining physician and Al
strengths leads to synergistic outcomes. Instead of
fearing Al replacing physicians, we should focus
on developing Al systems that are reliable, safe,
and ethically sound, ensuring equitable access to
Al-powered healthcare for all, and preparing
health-care workforce for Al integration.

3. The hybrid model

This framework proposes a hybrid model that
recognizes the need for a synergistic interaction
between humans and AI within the health-care
domain. This model necessitates the development
of a hybrid entity comprising the physician and Al,
as well as a complementary hybrid entity
encompassing the patient and Al. The overarching
is to

objective of this integrated approach
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effectively address the core mission of medicine: to
provide optimal treatment and compassionate care
for all patients.

Furthermore, this hybrid model should actively
contribute to mitigating and managing the current
medical crisis. It is crucial to acknowledge that the
indiscriminate integration of Al into health-care
systems could inadvertently exacerbate existing
challenges and potentially even contribute to a
further deterioration of patient care. Within this
framework, hybrid entities should strive to achieve
several key objectives: reducing medical errors,
fostering more humane and compassionate doctor-
patient relationships, mitigating the trend of
medicalization, and ultimately contributing to a
significant improvement in overall public health
outcomes.

3.1. Fields where Al is more efficient

Having identified the limitations of Al in clinical
medicine, we can now explore areas where Al can
be a valuable tool. Due to its lack of embodiment,
Al excels in tasks that do not require physical
interaction with patients, such as analyzing medical
images and laboratory data. Al can process these
data more efficiently and accurately than humans,
identifying patterns that may be missed by the
human eye. Al algorithms can analyze medical

images like X-rays, MRIs, and CT scans with high

8
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accuracy, often outperforming human radiologists
(12). In addition, Al-powered devices (wearable
devices) can monitor patients remotely, collecting
and analyzing data to identify potential health
issues early on (2, 4).

We must remember, however, that given Al's
inherent limitations in comprehending the nuances
of natural human language, it is crucial to avoid
consulting Al directly for medical advice without
the oversight of a qualified medical professional.
instance,

Symptom-checking applications, for

frequently generate inaccurate or misleading
recommendations due to this inherent limitation.
Consequently, the most effective application of Al
within the medical domain lies in areas that
necessitate the utilization of explicit and formally
structured knowledge. This includes cases where
physicians require access to precise and up-to-date
evidence to inform their clinical decision-making.
In these specific contexts, Al can serve as a
valuable adjunct to human expertise, providing
physicians with seamless access to vast repositories
of medical information and facilitating efficient
and comprehensive searches. By leveraging these
capabilities, Al has the potential to significantly

mitigate medical errors that may arise from lack of

medical knowledge.

Al can prove invaluable when physicians require a
rapid and comprehensive assessment of diagnostic
hypotheses, necessitating the retrieval and analysis
of prior medical knowledge. For example, if a
physician diagnoses a patient with chronic heart
failure while simultaneously noting the patient's
complaint of indigestion, Al can efficiently query
relevant medical databases to determine the
frequency and significance of indigestion as a
potential comorbidity in patients with heart failure.
Al can play a crucial role in mitigating medical
errors that may arise from complex rule-based
scenarios, such as potential drug interactions. By
meticulously analyzing vast repositories of medical
data, AI can effectively identify and alert
physicians to potential adverse drug reactions. For
instance, Al can serve as a valuable safeguard by
warning the physician that administering drug Y to
a patient already receiving drug X may pose a
significant risk of adverse health outcomes.

While it is commonly asserted that artificial
intelligence lacks the capacity for empathy,
research findings suggest that human physicians
may also exhibit limitations in this crucial area.
Studies have demonstrated that physicians, on
average, interrupt patient narratives within a
remarkably short timeframe, often within just 18

seconds (13). This observation raises the intriguing

J. Med. Ethics. Hist. Med. 2025 (May); 18: 1.
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possibility that Al, despite its inherent limitations,
could potentially serve as a valuable adjunct to
enhance physician-patient communication.
Research consistently indicates that patients tend to
exhibit a greater degree of receptivity when
interacting with Al systems, primarily due to a
perceived increase in autonomy in the process (1).
The absence of interruptions from an Al system
fosters an environment where patients feel more
comfortable and empowered to freely express their
concerns and experiences without feeling rushed or
judged. This enhanced patient-Al interaction can,
in turn, create a more conducive environment for
physicians to cultivate genuine empathy. By
initially engaging with Al, patients can freely
articulate their concerns, allowing the Al system to
generate a concise summary of their concerns and
experiences for subsequent review by the
physician. This approach has the potential to
facilitate more empathetic and informed physician-
patient interactions.
3.2. Threads of Al

When analyzing the role of artificial intelligence in
clinical medicine, it's crucial to consider both sides
of the clinical encounter. Research indicates that
patients generally have a more favorable view of
often exhibit

Al, while physicians greater

resistance (1). This resistance can be attributed to

J. Med. Ethics. Hist. Med. 2025 (May); 18: 1.

professional concerns, as well as anxieties about
the time-consuming nature and novelty of this
technology (14). Some of these concerns can be
addressed through modifications to medical school
(15).

However, some concerns are more profound and

curricula and professional regulations
may compromise the authenticity of the patient-
physician relationship.

One such concern is the proliferation of medical
knowledge among the general public through Al
interactions. Patients may use Al-generated
information to second-guess their physicians and
become more involved in clinical decision-making.
Ironically, this increased involvement can
undermine trust between patients and physicians
and ultimately harm patients because of provoking
health anxiety (16 - 17).

Another risk is the over-medicalization of human
problems. Research suggests that society, rather
than the medical profession, often drives the desire
for medical solutions. The cultural inclination
toward quick fixes can lead people to seek medical
interventions for social issues that require broader
societal changes. Al can exacerbate this trend by
offering seemingly easy solutions to complex
problems (18).

Finally, data ownership is a significant concern in

this regard. As Al is often developed and controlled

10



Monajemi A.

by private companies, the ownership of patient data
becomes a critical issue (19 - 22). While Al has the
potential to improve the patient-physician
relationship, its introduction into healthcare can be
harmful if the associated risks are not carefully
managed.

3.3. Hybrid model: patient companion or

physician assistant

Artificial intelligence is poised to revolutionize
healthcare, but its precise role remains a subject of
debate. Will Al primarily function as a patient
companion, empowering individuals  with
personalized health management tools, or will it
physician assistant,

primarily serve as a

augmenting the capabilities of health-care
professionals?

3.3.1. Al as a physician assistant

Al is poised to revolutionize healthcare across
multiple fronts (23 - 24). Al algorithms can analyze
vast amounts of medical data, including medical
images, lab results, and patient records, to assist
physicians in diagnosing diseases with greater
accuracy. Al-powered diagnostic tools can help
identify subtle patterns and anomalies that may be
missed by the human eye. Furthermore, Al can
streamline workflows and increase efficiency by
automating many time-consuming tasks for health-
care such as

professionals, scheduling

11

appointments, managing patient records, and
generating reports. This frees up physicians' time to
focus on providing more direct patient care.
Additionally, Al can personalize treatment plans
by analyzing patient data to develop treatment
strategies tailored to individual needs and medical
histories. Al algorithms can consider a wide range
of factors, including genetic information, lifestyle
habits, and environmental factors, to recommend
the most effective treatment options. Moreover, Al
is playing an increasingly important role in drug
discovery and development. Al algorithms can
analyze vast amounts of data to identify potential
drug targets, design new medications, and predict
the effectiveness and safety of new therapies.
Finally, Al-powered surgical robots and other Al-
assisted surgical tools can enhance the accuracy
and precision of surgical procedures, leading to
improved patient outcomes and reduced
complications.

Several significant challenges must be addressed to
ensure the safe and ethical integration of Al within
the health-care domain. The accuracy and
reliability of Al-powered diagnostic tools heavily
depend on the quality and integrity of the data used
to train them. Inaccurate or biased data can lead to
erroneous diagnoses

and potentially harmful

treatment recommendations. Furthermore, many

J. Med. Ethics. Hist. Med. 2025 (May); 18: 1.



Why is the idea of AI completely replacing physicians a pseudo-problem? a philosophical analysis

Al algorithms are complex and difficult to
understand, making it challenging to explain their
decision-making processes to physicians and
patients. This lack of transparency can hinder trust
and impede the widespread adoption of Al-
powered tools (25). The increasing automation of
tasks by Al also raises concerns about potential job
displacement for health-care professionals, such as
medical assistants and radiologists (26). Finally,
the ethical implications of Al-powered decision-
making in healthcare require careful consideration
and ongoing ethical discussions. These
implications encompass a wide range of concerns,
including the potential for algorithmic bias and the
crucial role of human oversight in ensuring safe
and responsible use of Al in health-care settings
(27 - 28).

In sum, artificial intelligence, when employed as a
physician's assistant, should be designed to
collaborate in reducing medical errors, providing
more accurate interpretations of patient data, and
fostering a deeper level of empathy between the
physician and the patient.

3.3.2. Al as a patient companion

Al has the potential to revolutionize how
individuals manage their own health. As a patient

companion, Al can act as a 24/7 health coach,

providing personalized guidance on diet, exercise,

J. Med. Ethics. Hist. Med. 2025 (May); 18: 1.

and lifestyle choices. Al-powered apps can track
individual health data, identify potential risks, and
offer tailored recommendations to improve overall
well-being. For example, an Al companion could
analyze a user's activity levels, sleep patterns, and
dietary habits to suggest personalized fitness plans
and nutrition advice. Al can also significantly
improve medication adherence rates. Al-powered
reminders and personalized support systems can
send timely alerts, track medication intake, and
even identify potential drug interactions.
Furthermore, Al-powered chatbots can provide
emotional support and cognitive behavioral
therapy techniques to individuals struggling with
mental health issues. These Al companions can
offer a safe and accessible platform for individuals
to express their concerns, receive emotional
support, and engage in self-guided therapeutic
exercises. Al can also play a crucial role in early
disease detection. By analyzing patient data from
various sources, such as wearable devices and
electronic health records, Al can identify early
signs of potential health problems. This proactive
approach can enable early intervention and
improve health outcomes. For example, an Al
companion could analyze a user's heart rate data to
detect potential arrhythmias and alert them to seek
medical attention.

Finally, Al-powered

12
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telemedicine platforms can increase access to
health-care services, particularly for individuals in
remote or underserved areas. Al companions can
facilitate virtual consultations with health-care
professionals, provide remote monitoring of patient
health, and even assist with basic triage (29 - 30).

However, the successful integration of Al as a
patient companion necessitates careful
consideration of several issues (21 - 32). The
precision and dependability of health tools
powered by Al are greatly influenced by the quality
and integrity of the data used for their training
process. Using incorrect or biased data will result
in wrong diagnoses and potentially harmful
treatments. Another issue is the complexity of Al
algorithms and the fact that their decision-making
processes are hard to explain to users, who may
therefore hesitate to trust Al-powered health
companions and refrain from adopting them. In
addition, depending on AI for personal health
management may lead to over-reliance and a
decline in self-reliance and self-care abilities. It is
crucial to strike a balance between Al-powered
support and individual responsibility for health.
Last but not least is concern over the ethical
implications of using Al-powered companions, for
instance the potential for data privacy breaches, the

risk of algorithmic bias, the possibility of

13

manipulation, and the impact on the doctor-patient
relationship.

In summary, rather than encouraging patients’
curiosity about their diagnosis and treatment, Al
should facilitate the patients’ ability to provide the
most accurate and relevant information to their
physician, thereby strengthening the doctor-patient

relationship.
Conclusion

The preceding philosophical analysis reveals that
the notion of AI entirely replacing human
physicians is not a genuine problem that needs to
be solved, but rather a conceptual misdirection. The
inherent limitations of current and near-future Al
systems, particularly their lack of embodied
experience, their constrained understanding of the
nuanced complexities of everyday language, and
their fundamental inability to exercise true clinical
judgment, underscore the irreplaceable role of
human doctors in healthcare. Medicine, at its core,
is a practice deeply rooted in the interpersonal
dynamics of the doctor-patient relationship,
demanding empathy, contextual awareness, and the
application of tacit knowledge in clinical reasoning
— qualities that continue to remain beyond the grasp

of artificial intelligence.
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Building upon these insights, I will argue that the
notion of Al completely replacing human
physicians is a flawed premise. Instead, the central
challenge lies in fostering a synergistic
collaboration between human expertise and the
capabilities of Al within the health-care domain.
This hybrid model must be carefully implemented
to avoid unintentional exacerbation of the current
medical crisis. While AI offers significant
potential, its indiscriminate integration into health-
care systems could have unintended consequences.
Within this framework, the hybrid entities should
prioritize the following key objectives: reducing
medical errors, fostering more humane and

compassionate  doctor-patient  relationships,
mitigating the trend of over-medicalization, and
ultimately  contributing to a  significant
improvement in overall public health outcomes.

Furthermore, this paper emphasizes the importance
of addressing ethical and societal concerns
surrounding Al in healthcare. These include the
potential for data privacy violations, algorithmic
bias, and the over-medicalization of social issues.
It also highlights the need for ongoing critical
evaluation and public discourse to ensure the
and ethical and

responsible development

implementation of Al in healthcare.

J. Med. Ethics. Hist. Med. 2025 (May); 18: 1.

The current discourse surrounding artificial
intelligence is often characterized by extreme
positions, ranging from unbridled optimism to
apocalyptic dread. However, it is likely that these
initial reactions will gradually give way to more
nuanced and balanced perspectives. Historical
precedents suggest that technologies tend to evolve
organically through a process of iterative
development and refinement, shaped by both
widespread use and critical evaluation. The ideas
of Andrew Feenberg, a renowned philosopher of
technology, can provide significant insights for
future research into artificial intelligence in
medicine. In his critical theory of technology, he
suggests that technology is not simply a tool, but
rather a dynamic and inherently uncertain process
(33 - 34). Applying Feenberg's ideas to artificial
intelligence in medicine can help us better
understand the dynamic interplay between
technology and health-care practices. Rather than
viewing Al as a neutral tool with a singular path of
development, we must recognize that its design and
application are deeply intertwined with societal
values and priorities. Consequently, the extent to
which Al transforms medical practice — whether it
primarily serves to augment human capabilities or

potentially leads to more disruptive changes — will

be affected by ongoing social discussions, ethical
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considerations, and the choices we collectively

make regarding its implementation. This
perspective reframes the integration of Al in
medicine as a dynamic arena where different
visions of the future of healthcare will inevitably
contend. It is evident that addressing these

questions and expanding upon these ideas will
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